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Abstract—Previous HRI research has established that trust, 
disclosure, and a sense of companionship lead to positive 
outcomes. In this study, we extend existing work by exploring 
behavioral approaches to increasing these three aspects of HRI. 
We increased the expressivity and vulnerability of a robot and 
measured the effects on trust, disclosure, and companionship 
during human-robot interaction. We engaged (N = 61) high 
school aged students in a 2 (vulnerability of robot: high vs. low) x 
2 (expressivity of robot: high vs. low) between-subjects study 
where participants engaged in a short electronics learning 
activity with a robotic tutor. Our results show that students had 
more trust and feelings of companionship with a vulnerable 
robot, and reported disclosing more with an expressive robot. 
Additionally, we found that trust mediated the relationship 
between vulnerability and companionship. These findings suggest 
that vulnerability and expressivity may improve peoples’ 
relationships with robots, but that they each have different 
effects.  

Keywords—Design; Human-robot interaction; 
Experimentation; Trust; Disclosure; Companionship 

I. INTRODUCTION  
In this study, we are interested in how designed behaviors, 

specifically a robot’s vulnerability and expressivity, could 
encourage trust, disclosure, and feelings of companionship 
with a human collaborator, three factors which have been 
shown to improve human-robot interaction. Our goal is to 
explore more ways to create positive relationships between 
people and robots. We explore this in the context of a student 
learning with a robot tutor. We argue that students’ levels of 
trust with the robot, how much students are willing to disclose 
about themselves, and feelings of companionship will be 
affected by the vulnerable and expressive robot behaviors. In 
addition, we posit that the level of trust and disclosure with the 
robot will influence peoples’ sense of companionship.  

II. BACKGROUND 

A. Trust, disclosure, and companionship in HRI 
One of the prerequisites for strong human-robot 

relationships is trust, which is well established as an important 
aspect of HRI. Literature in HRI has focused on how trust 
affects how people rate the usability and usefulness of a 
robotics system. These perceptions have functional 
implications, because they affect how people perceive 
information presented by the robot and how much people 
benefit from the robot features [1]. In research investigating the 

use of social robots for health coaching, for example, trust is 
noted to be essential to building relationships in which people 
find the robots’ suggestions to be credible and to their making 
use of provided health information [2][3][4]. Hancock et al. 
[5], provide a meta-review of studies on trust in HRI and 
conclude that trust influences the ability for a human-robot 
team to accomplish its goals, is critical in maintaining effective 
relationships with robots, and regardless of context, enables 
more effective interaction with a robot. 

The functional approach to trust in HRI, however, does not 
address the deeper engagement that is fundamental to the 
therapeutic relationships formed with robot companions such 
as Paro, My Real Baby, or Aibo [6]. For example, elderly care 
patients tell personal stories and discuss personal issues with 
Paro, improving their wellbeing and supporting the need to 
share about themselves. Here, the trust goes beyond the 
perception of competence of the robot and addresses a 
willingness people have to confide in the robot. These insights 
from qualitative field studies have yet to be studied in 
controlled settings to understand how specific aspects of the 
design influence this relational aspect of trust.  

In our survey of the HRI literature, there are numerous 
instances where researchers have cited people's disclosure to 
robots as an indicator of trust and companionship. Just as a dog 
can elicit self-disclosure and console a lonely person or 
distraught child [7], robots can also elicit self-disclosure as a 
way to provide social support and build relationships with 
human companions [8]. The telling of personal stories is a 
means to work out personal problems and to fulfill the need to 
be understood by others [9]. Within HRI, companionship has 
been defined around robots being useful and socially 
acceptable [10]. However, social scientists argue that 
companionship is built on a deeper interest between parties for 
intrinsic purposes. "Discussion of personal aspirations and 
fantasies, expressions of affection, and private jokes or rituals" 
are practices that K.S. Rook cites, for example, that distinguish 
companionship from mere social support [11]. Eliciting self-
disclosure may lead to stronger companionship between people 
and robots and may also provide social and emotional support 
for people during various tasks. 

B. Designing HRI for trust 
In attempting to pick apart how to design robots that 

people trust, we have found the model of trust offered by 
Mayer, Davis and Schoorman [12] to be useful. They define 
trust as “The willingness to be vulnerable to the actions of 
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another party based on the expectation that the other will 
perform a particular action important to the trustor irrespective 
of the ability to monitor or control the other party” [12, p. 
712]. Consistent with this, they identify three components of 
trust: 1) Ability – “Is the party capable of what they are 
doing?,” 2) Integrity – “Does the party adhere to a set of 
acceptable moral principles?,” and 3) Benevolence – “Does 
the party act with good intention without ulterior motives?”  

Much of the HRI literature has focused on addressing 
ability influencing trust. For example, in a study exploring 
how robot errors would influence perceptions of robot 
teammates, Salem et al. [13] found that a faulty robot was 
perceived as less trustworthy than an error-free robot. 
Hancock et al.’s [5] meta-analysis of trust studies confirmed 
this, finding that performance of the robot had the greatest 
influence on perceptions of trust. Andrist et al. [14] found that 
expert language use improved trust in HRI. Overall, this 
research indicates that we can manipulate trust by reducing 
robot error or projecting robot competence. 

Some research also indicates how relational and social 
attributes engender more trust [15] and speaks to the role of 
integrity. When comparing a physical and digitally projected 
robot, Bainbridge et al. [16] found that a physically present 
robot afforded greater trust during a simple, collaborative 
human-robot task. Nass and colleagues have also shown that 
physical similarity [17] and matched speech [18] improved 
perceptions of trust with computer agents. A latent assumption 
seems to exist that factors such as proximity and likeness are 
likely to motivate greater perceived integrity in the robot’s 
behaviors, independent of ability.  

Finally, benevolence is also present in HRI research on 
trust. Much as empathic language aids doctors, Tapus et al. 
suggest that empathic language and physical expression can 
also enable more trust in robots [19]. Lester [20] found that 
highly expressive, pedagogical interfaces garnered more trust. 
In this manner, expressions and demonstrations of openness, 
empathy, and goodwill may increase trust towards robots.  

Vulnerability, as mentioned above, is an integral part of 
the definition of trust. In HRI, designers often manipulate 
vulnerability by having the robot disclose details about itself. 
Van Mulken [21], found that expressivity alone was not 
enough to engender trust, suggesting that it can be integrated 
with other features, such as robot vulnerability, to build trust 
[15]. Within HRI, a robot making vulnerable statements about 
itself has been shown to improve likability and influence trust 
[22]. This behavior can also help create long-term 
relationships [23]. Following in the vein of this work around 
expressivity and vulnerability in robotics, our work focuses on 
how these factors influence trust in HRI. Additionally, we are 
interested in how trust can influence overall feelings of 
companionship with a robot. 

C. Designing HRI for personal disclosure 
Elicitation of self-disclosure from people has been used as 

a strategy in both HRI and HCI to build relationships between 
agents and people. Previous strategies in HRI for eliciting 
disclosure include both physical and verbal tactics. In a study 
examining differences in social interactions between computer 

agents and robots, Powers et al. [24] found that a collocated 
robot elicited less disclosure than a remotely projected robot, 
or computer agent. However, ratings of social presence and 
likability of the co-present robot were higher, which may still 
influence disclosure. While exploring physical and 
psychological proxemics in human-robot interaction, Mumm 
and Mutlu showed that participants interacting with a robot 
with likable expressivity, manipulated through tone of voice, 
speech content, and gaze, were more willing to disclose [25].  

Within HCI, computer agents have elicited person self-
disclosure through interested questioning such as with the 
ELIZA computer therapy system [26]. Building upon 
interested questioning, reciprocal disclosure by a computer 
can also elicit self-disclosure from a person. Moon [27] for 
instance, was able to elicit disclosure from people, creating a 
reciprocal relationship between the person and computer 
agent. Reciprocal disclosure can engender trust between two 
parties [28] and lead to more disclosure [29], [30]. Within this 
study we aim to explore how expressivity and vulnerability of 
a robot can influence self-disclosure from people during HRI 
and how this self-disclosure can influence feelings of 
companionship with a robot.  

D. Designing HRI for companionship 
Common design strategies for creating robot companions 

are often based around existing social companion roles such as 
pets [31] or butlers [10]. In the context of service robots for 
mobility impaired people, Mahani and Eklundh [32] found 
people rated a robot that served a person to be independent or 
a robot that was very cute as making better companions. This 
echoes the design of robot companions to fit existing social 
roles of helpers or pets. Thus, many designs have focused on 
mimicking physical form and expressivity of animals. For 
example, Paro’s physical form of a seal with soft fur invites 
touching and physical interaction. My Real Baby cries and 
coos, like a human infant. The expressivity of these robots has 
been shown to create bonds with people [8]. 

 In addition to using expressivity to help signal the 
intended role of a robot as a companion, we are also interested 
in building companionship, which takes place through 
interaction. Robot vulnerability, established through the 
robot’s statements, has been shown to build trust with people 
in passing interactions with a robot in a mall [23], as well as in 
long-term relationships with a robot over the course of a two-
month field study [33].  

In exploring how vulnerability and expressivity each work 
to influence trust, disclosure, and companionship with a robot, 
we predict that their combined effects will be stronger than a 
single effect alone because the robot behavior will be 
perceived as more consistent. Social psychology suggests that 
expression can imply vulnerability between people [34]. Thus, 
exhibiting high vulnerability with low expressivity or visa 
versa could be seen as inconsistent and may produce a weaker 
effect than when both are high. Additionally, we anticipate 
that trust and disclosure will be antecedents to a perceived 
sense of companionship. The relationship between trust, 
disclosure, and companionship are intertwined in human 
relationships, but evidence suggests that trust and disclosure 
are foundational for early stages of relationships [35]. In our 
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Table 1 – Participant demographics across study conditions 

 Low Vulnerability High Vulnerability 
Low 
Expressivity 

Gender: 8M / 7 F 
Age: M = 16, SD = 0.7 

Gender: 5M / 10 F 
Age: M = 16, SD = 1.1 

High 
Expressivity 

Gender: 8M / 7 F 
Age: M = 16, SD = 0.5 

Gender: 7M / 9 F 
Age: M = 16, SD = 1.1 

 

setup, the robot is unfamiliar to the students so mirrors this 
situation. Later in a relationship trust and disclosure will be 
mutually reinforcing, but we hypothesize that in early 
interactions trust and disclosure are foundational to building 
companionship. 

E. Hypotheses 
Building upon prior work around trust, disclosure, and 

companionship and the potential influence of vulnerability and 
expressivity on each, we formed several research hypotheses: 

H1a, H1b, H1c: A vulnerable robot will engender more a) 
trust, b) disclosure, and c) companionship. 

H2a, H2b, H2c: An expressive robot will engender more a) 
trust, b) disclosure, and c) companionship. 

H3a, H3b, H3c: A robot that is more vulnerable and more 
expressive will engender the highest levels of a) trust, b) 
disclosure, and c) companionship. 

H4a, H4b: a) Trust will mediate the relationships between 
vulnerability/expressivity and companionship and, b) 
disclosure will mediate the relationships between 
vulnerability/expressivity and companionship. 

III. METHOD 

A. The Study 
In a 2 (vulnerability of robot: high vs. low) x 2 (expressivity 

of robot: high vs. low) between-subjects study (N = 61), we 
studied the effects of vulnerability of a robot and its 
expressivity on trust, disclosure, and companionship with the 
robot. Participants were guided through an electronics building 
and programming tutorial by a robot. We recruited high school 
students ages 14 to 18, gender balanced across conditions, from 
summer programs at a research university to participate in our 
study (Table 1). Each student received a $15 gift certificate. 

B. Learning Context 
A learning task was chosen as a context for exploring trust, 

disclosure, and companionship as it allowed for a semi-
controlled environment to test the robot interactions. 
Additionally, HRI has been shown to have many positive 
impacts on both learning outcomes [36][37][38] and social 
support [39][40] of students. In relation to our manipulations 
of vulnerability, educational theory suggests that educators 
“Serve as a model by sharing information about yourself, your 
interests” [39]. This teacher self-disclosure is often employed 
as a means of garnering trust with a student and could 
potentially be used within human-robot interactions to develop 
trust with a robot. Expressivity has also been shown to 
influence learning within HRI as shown by Saerbeck et al.’s 
Robotic Tutor application for the iCat, which used a broad 
manipulation to show socially supportive behavior (use 
of “you” vs. “we", non-verbal gestures, attention guiding 
through gaze behavior, empathetic expressions) and found that 
language test scores were significantly higher in the socially 
supportive condition than the neutral condition [41]. 

C. The Robot 
The robot, shown in Figure 1, was built using the low-cost 

Raspberry Pi single-board Linux computer connected to an 
Arduino Nano microcontroller. The Raspberry Pi was used for 
speech, network communication, and high-level robot state 
control, while the Arduino controlled hardware for physical 
expression. The robot face was created using a Nokia 5110 
LCD screen that displayed a smile, frown, nod, wide-eyes, or 
static staring. Large, multi-color LEDs glowed through the 
translucent top surface covering the rectangular body of the 
robot. Students worked directly on top of the robot with an 
Arduino Uno and breadboard attached to the surface, below 
the robot face. Small arms were embedded on each side of the 
robot and were controlled by a micro-servo. Inside the body of 
the robot, a small speaker played pre-recorded audio using 
Aldebaran Robotics’ open source NAO Software 1.14.5 US 
English language voice, accessed via WAV files from the  
Raspberry Pi. NAO’s voice was selected to neutralize gender 
effects as it has a unique, androgynous, electronic sound.  

The robot was controlled in a Wizard-of-Oz setup via a 
remote software control interface. Wizard-of-Oz has been 
used extensively in HRI work to explore robot behaviors 
without the need to develop fully autonomous technologies 
[42][43][44]. Within our study, the main task for the Wizard 
was to regulate the timing of the responses as voice 
recognition systems can be inaccurate and could ultimately 
influence the control of our vulnerability and expressivity 
manipulations. The remote Wizard controller interface listed 
out pre-scripted robot dialogue and expressive behaviors. The 
Wizard would then click a button to trigger each line of 
speech and expressive behavior. Based on the study condition, 
a message encoding the appropriate sound and expression was 
then sent over the network using the ZeroMQ communication 
protocol. A Python script running on the robot received the 
command and then played the appropriate speech clip and 
signaled the Arduino to control the associated expressive 
hardware interfaces. Software and hardware details can be 
found on the web at interactionengine.stanford.edu. 

 
Figure 1 - Robot used in experiment. Happy on left, sad on right. 
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Table 2 - Robot manipulations of vulnerability and expressivity. Note that 
for all statements a low expressivity robot expressed a static face and white 
body color with no movement. 

Robot Statements and Expressions 
High Vulnerability 

Statement 
Low Vulnerability  

Statement 
High Expressivity 

Expression 

They reset my memory 
this morning, so my day 
has been a little rough. 

My memory module 
was cleared at 9:00 
AM. 

Frowning, 
moving arms 
downward, Blue 

I sometimes worry I will 
run out of memory. 

My memory module is 
2 kilobytes. 

Frowning, 
moving arms 
downward, Blue 

I get embarrassed when 
I need to ask someone to 
debug my program. 

I have 20 
programmable input 
and output pins. 

Frowning, 
moving arms 
downward, Blue 

Every time I run a new 
program I get a bit 
stressed. 

Each new program I 
run changes what I 
can do. 

Bug-eyed, Red 

Sometimes I get lonely. I 
don't have many friends. 

My computer 
architecture allows me 
to run various 
processes. 

Frowning, 
moving arms 
downward, Blue 

Follow-up Statements 

Can you tell me more 
about that? 

Can you tell me more 
about that? 

Nodding, 
Orange, arms up 
and down 

Oh! I’d like to know 
more. 

Oh! I’d like to know 
more. 

Smile, Green, 
Arms raise up 

You can find the pictures 
in the guidebook. 

You can find the 
pictures in the 
guidebook. 

Motioning face-
right, right arm 
raise up 

 

D. Circuit building task 
We adapted a circuit-building task from the Arduino Blink 

tutorial commonly used in introductory mechatronics 
workshops [45]. The robot guided students through creating a 
blinking LED circuit, reprogramming the blinking rate, and 
replacing the LED with a vibration motor. Students were led 
through the tutorial by the robot. They used a visual 
guidebook to build their circuit. The tutorial focused on the 
basics of electrical current, closed circuits, LED’s, 
microcontroller programming, and motors. The robot 
controlled the pacing of the tutorial by asking the student to 
complete each step one at a time. In between building or 
programming steps, the robot would interject learning content, 
such as how an LED works or how the code was programmed 
to the microcontroller. The robot also asked participants 
personal questions in between the learning content and 
building steps.  

E. Personal Questions 
Over the course of the tutorial, the robot asked five 

personal questions to the student. These questions were used 
to elicit a revealing conversation with the student. The 
questions were: 1) “How has your day been today?,” 2) “Do 
you ever worry about not doing well?,” 3) “Are there things 
that stress you out while working on projects?,” 4) “Do you 
ever get embarrassed asking for help?,” and 5) “Is there 
anything you would like to make interactive like me [the 
robot]?” The questions were designed to be related to the 
electronic task, but also to allow for open conversation about 
broader aspects of the student’s personal learning experiences. 
These questions were developed in collaboration with 
electronics instructors, as the answers would provide them 
insight into the student experience. The robot followed up all 
questions by asking, “Can you tell me more?” This was done 
to increase student answer time and to prompt further 
discussion. We mimicked the follow-up questions designed by 
Jung et al. [46]. These follow-up questions prompted longer 
and more in-depth answers from participants since the answer 
to the first question asked was often a single word such as 
“Yes” or “No”. 

F. Manipulations 
The vulnerability of the robot was manipulated with text-

to-speech verbally expressed statements. During high 
vulnerability conditions, statements had some perceived 
weakness such as, “Every time I run a new program I get a bit 
stressed” (see Table 1). During low vulnerability conditions, 
the robot made factual statements such as, “Each new program 
I run changes what I can do.” The factual statements convey 
less vulnerability as they show no apparent emotion or 
weakness from the robot, guarding against subjects reading 
expression as vulnerability [34]. Based on pilot testing, we 
designed the vulnerability of the robot over the duration of the 
task to be progressively more revealing about feelings of 
worry, embarrassment, stress and finally, loneliness. 

The expressivity of the robot was manipulated through 
facial expressions, color, and arm movements. During high 
expressivity conditions, the robot changed facial expressions 
to evoke emotional content (e.g. happy, sad, nodding), lit up a 
color to match the mood (blue, orange, yellow) and moved its 

arms accordingly (up, down, pointing). During low 
expressivity conditions, the robot’s face did not move. It 
maintained a constant forward-looking slight smile, regardless 
of what the participant was saying or doing. The robot showed 
a steady glow of white light and the arms remained stationary. 
Visual behaviors associated with each question are listed in 
Table 1.  

G. Procedure 
Participants were invited to the lab through email 

announcements to participate in “a 1-hour study where you 
will learn about designing electronics devices.” Students less 
than 18 years of age obtained parental consent to participate in 
the study. Students signed consent forms before beginning. 

Students first completed a pre-activity survey and watched 
a 1-minute video on how breadboards function and how to 
upload their Arduino program. We then introduced them to the 
activity room. They had a desk with the robot at the center, 
surrounded by the Arduino programming laptop, the circuit-
building guidebook, and the parts box where they could 
readily find labeled components needed for the activity. Based 
on feedback from pilot testers, we designed the desk to 
include miscellaneous electronics tools to add credibility to 
the scenario. 

Once students sat down at the desk, the researcher pointed 
out the supplies available to them for the activity, and stated 
“In a few moments, the robot will begin the activity with 
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Figure 2 - Results of vulnerability and expressivity on: (a) trust, (b) disclosure, and (c) companionship. 

you.” The researcher then closed the door behind her and 
controlled the robot from another room. At any point, if 
students expressed confusion or frustration, the wizard would 
repeat the previous robot line or play the pre-recorded 
question, “Did you double check your wires?” 

After approximately 15 minutes, students completed the 
tutorial. Students were then directed back to the intermediary 
room to complete the post-activity survey and, finally, brought 
back into the activity room for an interview.  

H. Measures 
Measures for our study were collected from pre- and post-

activity surveys, from observations (videos) of the students’ 
activity, and from a face-to-face interview immediately 
following the post-activity survey. All analyses for H1, H2, 
and H3 as well as all controls were two-way ANOVA across 
vulnerability and expressivity using multi-item scales. 

Trust was measured during the post-test using a 10-item, 
3-factor scale encompassing ability (2 items), integrity (3 
items), and benevolence (5 items) adapted from [47] and [48]. 
Two-way ANOVA of the three scales predicting trust showed 
no significance. After looking at the scores, we found that a 
number of questions had ceiling effects due to the nature of 
the questions, the design of the robot, and the learning task. 
The 3 indexes each had only one question remaining with no 
ceiling effects. For example, students generally rated the robot 
as honest. This may be due to the tutorial nature of the task. 
There was no reason for students to feel that the robot was not 
honest. Due to these factors, we reduced the trust scale to 
three questions, one from each factor of trust, to form a 
simplified trust scale. The questions were as follows: 1) 
Ability - The robot exhibited technical competence, 2) 
Integrity - The robot was virtuous, 3) Benevolence - The robot 
displayed a warm and caring attitude rated on a 7-point scale 
from “Strongly Disagree” to “Strongly Agree.” This scale has 
not been validated, but showed good reliability (α = 0.78). 

Disclosure was measured using an 11-item scale 
comprised of participants’ ratings of the depth of information 
they revealed about themselves to the robot during the task. 
We adapted two items from Wheeless’ self-disclosure scale 
[49]: 1) I revealed information about myself without intending 
to and 2) I sometimes did not control my disclosure of 
personal things I said (α = 0.80). These two questions captured 
how much control students had over their disclosure, which is 
a good indicator of high disclosure of sensitive information. 

Companionship was measured using a 9-item scale asking 
participants to rate how much the robot was: good, loving, 
friendly, cuddly, warm, pleasant, kind, sweet, and close (α = 
0.88) [4]. Each item was rated on a 7-point scale ranging from 
“Not at all” to “Very much.” 

Controls included measures of age, gender, and prior 
experience with electronics and social media. We also 
included a measure of personality using the Short Big 5 [50], 
task engagement [51] and session completion time. 

IV. RESULTS 

A. Manipulation Checks 
To ensure that the expressivity and vulnerability 

manipulations were detected, participants were asked about 
each of the robot’s high and low vulnerability statements on a 
seven-point scale ranging from “1 - Definitely did not make 
this statement” to “7 - Definitely did make this statement.” 
Participants in high vulnerability conditions clearly recognized 
vulnerable statements (M = 6.6, SD = .56) over those in low 
vulnerability conditions (M = 3.0, SD = 1.4), F[1,57] = 215.3, p 
< .001. Additionally, participants in low vulnerability 
conditions clearly recognized low vulnerability statements (M 
= 5.9, SD = .66) over those in high vulnerability conditions (M 
= 3.7, SD = 1.1), F[1,57] = 63.5, p < .001. 

Participants were also asked if they recognized various 
expressions presented by the robot. Participants were asked on 
a 7-point scale if they “Definitely did not see” to “Definitely 
did see” sad face, nodding, arms moving, color changing lights, 
and face looking left and right. Participants in high expressivity 
conditions clearly saw the expressions (M = 5.4, SD = .66) over 
those in the low expressivity conditions (M = 2.3, SD = 1.1), 
F[1,57] = 116.9, p < .001. 

B. Controls 
Using two-way ANOVA, we found no significant 

differences for age, gender, experience, personality, 
engagement or session time across conditions, so we remove 
these from our final models. Mean session time was 14:14 
minutes (SD = 2:35). 

C. Vulnerability 
Hypothesis 1a,b,c predicted that a vulnerable robot would 

engender more a) trust, b) disclosure, and c) companionship. 
As expected participants in the high vulnerability conditions 
found the robot to be more trustworthy (M = 6.1, SD = .9) 
than in low vulnerability conditions (M = 5.4, SD = 1.2), 
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F[1,57] = 4.95, p = 0.03, ω2 = .064, as shown in Figure 2a. 
They also rated higher companionship with the robot during 
high vulnerability conditions (M = 5.51, SD = 1.0) over low 
vulnerability conditions (M = 4.87, SD = 1.1), F[1,57] = 5.0, p 
= .03, ω2 = .062, as shown in Figure 2c. However, they did not 
rate themselves as disclosing more when the robot was more 
vulnerable. Support was found for H1a and H1c, but not H1b. 

D. Expressiveness 
Hypothesis 2a,b,c predicted that an expressive robot would 

engender more a) trust, b) disclosure, and c) companionship. 
There was not a significant difference for trust or 
companionship in relation to expressivity. Participants did 
however, rate themselves as disclosing more in cases where 
the robot was expressive (M = 3.45, SD = 1.7) vs. not 
expressive (M = 2.57, SD = 1.8), F[1,57] = 3.9, p = .053, ω2 = 
.047, as shown in Figure 2b. Marginal support was found for 
H2b, but not H2a and H2c. 

E.  Interaction Effects 
Hypothesis 3a,b,c predicted that a robot that is both 

vulnerable and expressive will engender the highest levels of a) 
trust, b) disclosure, and c) companionship. Although a 
vulnerable and expressive robot did garner the most trust, there 
were no significant interaction effects among vulnerability and 
expressivity, showing no support for H3a, H3b, or H3c, and 
suggesting that vulnerability and expressivity operate 
independently.  

F. Trust and Disclosure Mediation  
H4a predicted that a) trust and b) disclosure would mediate 

the relationships between vulnerability/expressivity and 
companionship. We found partial support for H4a, but not 
H4b. Specifically, vulnerability significantly predicted 
companionship in our first regression, β=.28, p=.03. When we 
added trust to the model, the relationship between vulnerability 
and trust was highly significant, β=.58, p<.001, but 
vulnerability predicting companionship dropped to β=.11, 
p=.30. These results indicate that vulnerability increased trust, 
which, in turn, increased students’ sense of companionship 
with the robot. Disclosure did not act as a mediator. 

G. Qualitative Observations 
We transcribed the audio recordings of all sessions and 

reviewed these transcripts along with recorded post-session 
interviews. Our analysis revealed a number of observations 
that align with our quantitative analysis. When we asked about 
their level of trust in the robot, a repeated theme from 
interviews of students in vulnerable robot conditions was that 
they said they trusted the robot because it had no reason to 
judge, gossip, or share information about them, providing 
further support for H1a. Vulnerability evoked empathy and a 
willingness to reciprocate. Thirteen students across conditions, 
except low vulnerability/expressivity, asked the robot personal 
questions. As said by a student, referring to the robot: 
“Maybe he was also going through challenging things, he was 
sharing more about what he was going through, so I could trust 
him.” 

Although not evident in our quantitative data, the link 
between vulnerability and disclosure (H1b) was also seen 

during the tutorial sessions. We coded transcripts for 
statements of personal, emotional disclosure, such as “I get 
stressed.” More students disclosed during high (16 students) 
vs. low (9 students) vulnerability conditions. One student, for 
example, mentioned to the robot about not having many 
friends (participant 10, high vulnerability, high expressivity): 
Robot: Sometimes I get lonely. I don't have many friends. Do you 
have any objects at home that you would want to make interactive 
like me? 
Student: Yeah. I guess so. Sometimes. 
Robot: Oh. I'd like to know more. 
Student: Well, I don't have many friends either. I'm not very 
comfortable having a computer as my friend, but sometimes it can be 
very helpful to pass time, and well, I talk to Cortana these days on my 
phone. 

Although the above excerpt suggests support for H1b, 
session transcripts showed that students have vastly different 
responses to a high vulnerability robot. Some students 
disclosed deeply, while others gave short, curt answers in 
response to personal questions, although perhaps not more so 
than in the low vulnerability conditions. This pattern of 
responses suggests that the lack of support for H1b may be the 
result of some students being uncomfortable with a robot that 
conveys vulnerability, perhaps because it is unrealistic or 
perhaps because it felt inappropriate given that no rapport 
existed at the outset. 

In line with H2b, students interacting with an expressive 
robot stated they initiated and extended more disclosure. 
Although expressivity did not influence trust or 
companionship (H2a,c) in the survey data, during the 
interviews students who interacted with an expressive robot 
sometimes indicated trust with the robot. For example, this 
quote highlights the benevolence and integrity of the robot and 
the relationship between the student and the robot: 
“The robot wasn’t going on national television…I definitely didn’t 
believe the robot was going to take my information and do something 
nefarious with it. Because the robot doesn’t really care about... I 
mean it cares about me! But it doesn’t care about taking my 
information and trying to do something weird with it.” Lo-vul./Hi-exp. 10 

Finally, as expected, students interacting with a low 
vulnerability, low expressivity robot felt interaction was 
awkward, and indicated not trusting, disclosing, or feeling 
companionship with the robot as evidenced by theses quotes: 
“I didn’t talk with it much…I just felt awkward like I was talking to 
myself.” Lo-vul./Lo-Exp. 1 
“The robot helped give pointers and that’s really it…It was weird to 
have the robot asking how I feel.” Lo-vul./Lo-exp. 2 
“I don’t think it can handle being a true friend.” Lo-vul./Lo-exp. 8 

V. DISCUSSION 
As we indicated earlier in this paper, trust, disclosure, and 

companionship are important aspects of HRI and influence 
outcomes, such as credibility, conforming to a robot’s 
instructions and, more generally, improving interaction. In this 
work, we strove to identify additional design characteristics 
that would increase trust, disclosure, and companionship. 
More specifically, we sought behavioral characteristics that 
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could be designed into robots, including vulnerability and 
expressivity. Although we anticipated that vulnerability and 
expressivity would work in similar ways and have a stronger 
effect when both were present, our results suggest that they 
may operate differently. Vulnerability increased trust and 
companionship whereas expressivity increased disclosure. 
These findings point to new avenues for improving HRI. We 
also found that trust mediated the relationship between 
vulnerability and feelings of companionship, which supports 
commonly held ideas around trust as an important component 
for building long term human-robot relationships [3][4] and 
suggests that vulnerability in a robot may be a powerful 
method of increasing rapport.  

With respect to disclosure, our results were somewhat 
surprising. When interacting with a more expressive robot, 
students reported more disclosure, but we found no effect for 
vulnerability. However, the coded transcripts revealed that 
students disclosed more during high vulnerability conditions. 
Although seemingly inconsistent with the measures showing 
expressivity predicting disclosure, these are two different 
measures. The disclosure scale focuses on the perception of 
disclosure depth, while the transcripts show disclosure 
behavior. Together these results show vulnerability and 
expressivity may act differently. Our qualitative observations 
suggest that some students in this condition readily and deeply 
disclosed to the robot, while others did the reverse, e.g. short, 
curt statements with minimal disclosure. In some cases, the 
robot’s vulnerable disclosures elicited student disclosure, in 
line with [27]. Students often disclosed about stress from 
deadlines, procrastination, or embarrassment asking for help. 
Interestingly, some students indicated that they were not 
embarrassed asking for help and provided reassurance and 
empathy towards the robot. We speculate that, for other 
students, the robot’s statements of vulnerability were either 
not believable or perhaps were perceived as inappropriate 
since the groundwork had not been established for such 
intimacy. Still, vulnerability was associated with more trust 
and more companionship, so the vulnerable robot was 
perceived by most to be preferable. Also, for some students, 
we observed deep disclosure similar to that seen with 
therapeutic robot companions [8], suggesting that designing 
vulnerable robots could help in building companionship 
within HRI. This suggests room for more exploration in 
design approaches to convey vulnerability by the robot 
without the negative side effects we saw in some of the 
students. Perhaps a more subtle lead-up to higher levels of 
intimacy might have engendered more disclosure. Another 
surprise was that disclosure was not significantly related to 
trust or companionship, as would be expected by research on 
human-human interaction. As a result, we speculate that 
disclosure may operate differently in HRI than HHI. 

With regards to expressivity, our results showed influence 
on student’s disclosure, H2b, towards the robot when the robot 
was more expressive. Students encountering expressive robots 
seemed to recognize the robot more readily as a social entity 
and thus were more willing to disclose about themselves. This 
result is in line with previous HRI results where physical 
expressivity increased disclosure through physical and 
psychological distancing [25]. Our qualitative observations 

from students with expressive robots also showed that some 
students did attribute more trust and companionship towards 
the robot by engendering goodwill and empathy as suggested 
by Lester [20]. 

Finally, students felt alone and awkward with a low 
vulnerability, low expressivity robot. Although not surprising, 
the unanimity in the qualitative responses about the 
awkwardness of this robot shows the importance of designing 
social robots to have social characteristics if a goal is to 
strengthen the relationship between the user and the robot.  

VI. LIMITATIONS AND FUTURE WORK 
There are several limitations in the current work. First, we 

manipulated vulnerability and expressivity in particular ways. 
Although these approaches were supported by previous 
research, there may be other ways to manipulate these factors. 
For example, rather than self-disclosure by the robot, perhaps 
having the robot in a position that required help would 
increase perceived vulnerability. In some sense, this was 
inadvertently present in our study design. Although no student 
mentioned awkwardness or hesitation to work with the 
electronics, the fact that the students worked directly on the 
robot may have influenced their perceived vulnerability of the 
robot. In addition, it is possible that the robot’s statements 
may have manipulated something other than vulnerability. 
Although students clearly perceived the different statements, 
our manipulation check did not explicitly ask if students felt 
the robot was vulnerable. While there were differences among 
the conditions, the statements may have worked through 
emotional expressiveness. Future work is warranted that 
validates our approach and tests ways of increasing perceived 
vulnerability and expressivity during HRI. 

The self-report measurements and the shortening of the 
trust scale were also limitations to this study. It would be 
useful to capture more behavioral indicators of trust, 
disclosure, and companionship to validate the self-report 
behaviors. Also, our task was short. A longer term study in 
which the robot’s vulnerability could unfold over a longer 
period could build intimacy in a more natural way. Doing so 
might avoid some of the negative or neutral reactions we 
observed. Such a study could also examine the long-term 
effects of vulnerability and expressivity on trust, disclosure, 
and companionship. Although we focused particularly on the 
effects of vulnerability and expressivity on trust, disclosure, 
and companionship, linking these to outcomes, such as 
compliance to a robot’s instructions, is an important next step. 

Lastly, this study sampled students from a general high 
school population and focused on a tutorial task. It is unclear 
whether adults would respond in the same way as adolescents 
and generalizability from a tutorial task to other contexts for 
HRI is uncertain. We hope that future work will examine how 
vulnerability and expressivity influence other populations of 
users and other tasks. It may also be interesting to see how 
students of different age groups or those with social skill 
deficiencies engage with vulnerable and expressive robots. 
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